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1 Properties of determinants

This lecture we will start studying a properties of determinants, and algorithms of computing

them. Let’s recall, that we defined a determinant by the following way:

aiy; aig ... Qip
ao1 Q@22 ... QA2
det "l = > Sg1(0)10(1)A20(2) * ** Ano(n)- (1)
all permutations of
Apn1 Gp2 QAnn

n elements o
Now we’ll start with properties of determinants.

Theorem 1.1 (1st elementary row operation). If 2 rows of a matriz A are interchanged,

then the determinant changes its sign.

Proof. Suppose B arises from A by interchanging rows r and s of A, and suppose r < s. Then

we have that b,; = a,; and by; = a,; for any j, and a;; = b;; if ¢ # r,s. Now

det B = Z Sgn(a)blg(l) ce bra(r) .. -bsa(s) c. bna(n)
all permutations of n elements o
= Z SEN(0)A15(1) * ** Qso(r) - - - Aro(s) - - - Ono(n)
all permutations of n elements o
= Z Sgn(a)ala(l) s CLTU(S) <o Qo) - - ang(n).

all permutations of n elements o

The permutation (o(1)...0(s)...o(r)...o(n)) is obtained from (o(1)...0(r)...0(s)...co(n))
by interchanging 2 numbers, so its sign is different, and det B = — det A. m

Theorem 1.2 (Determinant of a matrix with 2 equal rows). If 2 rows of a matriz are

equal, then its determinant is equal to 0.

Proof. Suppose rows r and s of matrix A are equal. Interchange them to obtain matrix B.
Then det B = —det A. On the other hand, B = A, so det B = det A. So, det A = — det A, and
thus det A = 0. 0



Theorem 1.3 (2nd elementary row operation). If B is obtained from A by multiplying a
row of A by a real number c, then det B = cdet A.

Proof. Suppose r-th row of A is multiplied by ¢ to obtain B. Then b,; = ca,; for any j and
bij = Qjj if 4 §£ r. Thus

det B = E sgn(a)bla(l) S bm(T) o b,w(n)
all permutations of n elements o
= E sgn(a)ala(l) s (CCLTU(T)) <+« Qo (n)
all permutations of n elements o
=cC- E sgn(a)ah,(l) © ot Qrg(r) - - - Gno(n)
all permutations of n elements o
= cdet A.

Theorem 1.4. If a row of a matrix A consists entirely of zeros, then det A = 0.

Proof. Let’s multiply the zero row of a matrix A by a nonzero number ¢ to obtain matrix
B. Then det B = cdet A, But B = A, so det B = det A, and thus det A = cdet A. So,
det A = 0. O

Theorem 1.5 (Multilinearity by rows). If in matriz A row a, can be represented as sum

of rows b and c, i.e. a,; =b; +¢c;, i.e.

aix a2 Q1n ail Q12 Qin
Ar1 Qpo ... Qpp = b1 +c1 b2 +co ... bn + ¢,
Qp1  An2 Apn Qn1 An2 Apn
then
an Qai12 QA1n ail a2 Q1n apnnl a2 A1n
det | by +¢; by+co ... b,+c, | =det| by by ... b, |+det| ¢ ¢ ... ¢,
Qn1 Ap2 Apn Qp1  An2 Apn Gp1  Qp2 Qpn

Formally, this property tells us that the determinant is a multilinear function of rows of a

matrix.



Proof. We’'ll use the definition of the determinant.

a1 12 A1n
bi+c byt+cy ... bytcp| = E sg(0)a1o(1) -+ (Da(r) + Co(r)) - - - Ana(n)
---------------------------- all perms Of n elems g
an1 (07%) Ann
= E sgn(a)alg(l) s bg(r) -+ - Qo (n)
all perms of n elems o
+ E Sgn<0')a10(1) “Co(r) - - - Ang(n)
all perms of n elems o
ay;r a1 ... Qin apr a2 ... Qip
- b1 bg bn + C1 Co Cp
Qp1  Gp2 Gpn Ap1  Gp2 QAnp

]

Theorem 1.6 (3rd elementary row operation). If B is obtained from A by adding a row
r multiplied by ¢ to row s, then det B = det A.

Proof.
(€751 Ay Q1 Qyrp Qr1 Ay,
.......................... = E
as1 + capy Qsn + CQpp Qg1 QAsp Cayy CQyn,
Ary ... Qpp
=detA+c|.............
Q1 Qyrp
=det A
since the determinant of the last matrix is equal to 0, because its rows are equal. [

Theorem 1.7 (Determinant of a triangular matrix). The determinant of a triangular

matriz is equal to the product of its diagonal elements.

Proof. The product of diagonal elements is included into he expression for the determinant,

and its sign is “+”7. All other terms are equal to 0, if the matrix is triangular. Let’s prove it.



Let A1k, A2ky - - - Apk,, 7& 0. Then
k'121, ]{?222 ey ann

(otherwise the term is equal to 0). But (kiks...k,) is a permutation of numbers from 1 to n,
S0
byt hat Ak, =1+24 - +n,
and it is possible only if
kv =1, k=2, ..., k, =n.
O]

So, now we know what happens with the determinant after applying elementary row oper-
ations. So, we can now give the algorithm of computing the determinant.
Algorithm. Transform matrix A by elementary row operation to the triangular form keeping

track of how the determinant changes.

Example 1.8.
4 3 2 4 3 2
det [3 —2 5| =2det |3 -2 5 div. 3rd row by 2
2 4 6 1 2 3
1 2 3
=—2det |3 -2 5 interchange rows 1 and 3
4 3 2
1 2 3
=—2det [0 -8 —4 mult. 1st row by 3 and sub. from 2nd
4 3 2
1 2 3
=—2det [0 -8 —4 mult. 1st row by 4 and sub. from 3rd
0 =5 —10
1 2 3
=(—2)(4)det |0 -2 -1 div. 2nd row by 4
0 =5 —10
1 2 3
=(—=2)(4)(5)det [0 -2 -1 div. 3rd row by 5
0 -1 -2
1 2 3
=(=2)(4)(5)det [0 -2 -1 mult. the 2nd row by 1/2 and sub. from 3rd
0o 0o -2



